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Text as data

• Voluminous in the digital era.

• But unstructured and sequential.

• How to detect structural changes from text?

• Proposal: machine learning — with a twist.



Two papers

1. “Reading China” (w/ J. Chan).

• Predicts policy changes in China.

2. “Opinionated News?” (w/ J. Chan & S. Slavov).

• Quantifies subjectivity in American journalism.

• Different subjects/languages, same method.



1. “Reading China”



Predicting policy change: why?

• China’s industrialization: a product of gov’t direction.

• Opaque system makes prediction prohibitively difficult.



Predicting policy change: why?

• China’s industrialization: a product of gov’t direction.

• Opaque system makes prediction prohibitively difficult...

... until now.

• We construct the first predictive algorithm for China’s

policy shifts.



Predicting policy change: how?

Build a neural network algorithm to

• “read” the People's Daily;

• detect structural changes in its priorities.

Official newspaper, 1946-present



Source of predictive power

The Leninist tradition:

• “[T]he whole task of the Communists is to be able to 

convince the backward elements.”

• Necessity “to transform the press… into a serious organ for 

the economic education of the mass of the population.”



Source of predictive power

People's Daily: 
central to China’s propaganda system

Propaganda often precedes policies.
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Front page?



Method

Train a front-page classifier by

“reverse-engineering” the editor’s mind.
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Method

PCI ≫ 0 ⇒ Structural difference in data-generating process
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Method: data structure
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Result: PCI



Result: PCI — with ground truth



Result: PCI — going forward

?



Understanding substance of change

• Content of mis-classified articles has policy substance.

Classified on front page?

No Yes

Front page?
No √ false positives

Yes false negatives √



Understanding substance of change

What does the 2018 Q1 uptick represent?

• Strengthening party authority;

• Emphasizing nationalism and global leadership;

• Populist policies to boost political support.



Understanding substance of change

What does the 2018 Q1 uptick represent?

• Strengthening party authority;

• Emphasizing nationalism and global leadership;

• Populist policies to boost political support.

⇒ Curb your enthusiasm for US-China trade talks.



More generally

PCIs for other (ex-)Communist regimes, using:

• Soviet Union’s Pravda

• East Germany’s Neues Deutschland

• Cuba’s Granma

• North Korea’s Rodong Sinmun

• Vietnam’s Nhân Dân



More generally

PCIs for other (ex-)Communist regimes, using:

• Soviet Union’s Pravda

• East Germany’s Neues Deutschland

• Cuba’s Granma

• North Korea’s Rodong Sinmun

• Vietnam’s Nhân Dân

Work in progress



Applicability well beyond using page numbers.

Even more generally



2. “Opinionated News?”



Americans’ declining trust in media

A wide discrepancy found in 2018:

• 42% of Americans think the news they see is just 

commentary and opinion, and

• only 5% of Americans think that’s useful.

Q: Is that true? How to detect opinionated news?



Detecting opinionated news

Data: The New York Times, 1987-2007.

A “translation” of the PCI method:

• PD articles ⇢ NYT articles;

• front-page indicator ⇢ opinion indicator;

• other components stay the same.



Detecting opinionated news

News misclassified as opinion

⇒ More opinionated than the algorithm “thinks”

Metric: false positive rate of the opinion classifier.



Opinionated news? — Not really…



How about the opposite?

Opinion misclassified as news

⇒ More “factual” than the algorithm “thinks”

Metric: false negative rate of the opinion classifier.



Factual commentary? — Yes.



Prelim finding

NYT shows increasing objectivity from 2001 to 2007.



Machine learning — with a twist



To recap the common method

The twist:

• Use seemingly trivial metadata as training labels;

• Realize that “forecasting” errors contain information.



Interested in DIY?

• Website: policychangeindex.com  (newsletter sign-up) 

• Source code: github.com/PSLmodels/PCI

https://github.com/PSLmodels/PCI
https://policychangeindex.com/
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• Website: policychangeindex.com  (newsletter sign-up) 
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Questions?

https://github.com/PSLmodels/PCI
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