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Predicting policy change: why? 

• China’s industrialization: product of gov’t direction. 

• Opaque system make prediction difficult... until now. 

 

Policy Change Index (PCI) for China: 

• leading indicator of policy moves; 

• quarterly, 1951 – present. 



How to predict policy changes? 

Build a machine learning algorithm to 

• “read” the People's Daily; 

• detect changes in how it prioritizes policy issues. 

Official newspaper, 1946-present 



Source of predictive power 

The Leninist tradition: 

• “[T]he whole task of the Communists is to be able to 

convince the backward elements.” 

• Necessary “to transform the press... into a serious organ for 

the economic education of the mass of the population.” 



Source of predictive power 

People's Daily:  
nerve center of China’s propaganda system 

Propaganda often precedes policies. 

Detect changes in 
newspaper’s priorities  

Predict changes in 
gov’t policies ≈ 

↓ 

+ 

Front page? 



Imagine an avid reader of the People’s Daily who 

1. reads recent articles (i.e., 𝑥); 

2. forms a paradigm (i.e., 𝑓(. )) about what content “should” be on 

the front page (i.e., 𝑦); 

3. tests the paradigm on new articles. 

 

 

Method 



Model: building a front-page classifier 

𝑦 𝑖𝑡,t = 𝑓 𝑇 𝑥𝑖𝑡,𝑡
  

.    .    . 

Articles in 
previous 5 years 

Training data Testing data 

where 𝑡 = 𝑇 − 20, … , 𝑇 − 1; 𝑖𝑡 ∈ 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 



Model: building a front-page classifier 
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next quarter 

𝑦 𝑖𝑡,t = 𝑓 𝑇 𝑥𝑖𝑡,𝑡
  𝑦 𝑖𝑇,T = 𝑓 𝑇 𝑥𝑖𝑇,𝑇  

.    .    . 

Articles in 
previous 5 years 

Training data Testing data Forecasting data 

where 𝑡 = 𝑇 − 20, … , 𝑇 − 1; 𝑖𝑡 ∈ 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 



Model: building a front-page classifier 

Articles in 
next quarter 

𝑦 𝑖𝑡,t = 𝑓 𝑇 𝑥𝑖𝑡,𝑡
  𝑦 𝑖𝑇,T = 𝑓 𝑇 𝑥𝑖𝑇,𝑇  

.    .    . 

Articles in 
previous 5 years 

Training data Testing data Forecasting data 

where 𝑡 = 𝑇 − 20, … , 𝑇 − 1; 𝑖𝑡 ∈ 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 

Test 
performance 

“Forecast” 
performance 

Policy Change Index 
at period T 

𝐹1 (𝑌𝑡𝑒𝑠𝑡, 𝑓 𝑇 𝑋𝑡𝑒𝑠𝑡 − 𝐹1 (𝑌𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡, 𝑓 𝑇 𝑋𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡  



Data 
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Recurrent 
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Metadata 
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Multilayer 
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Front page? 

Input 

Neural 
networks 

Output 

𝒙 : each article as an observation. 

𝒚 = 𝒇 𝒙  

Model 

𝒇 : map article to whether 
 it is on front page 



State of the art 

BERT  (Devlin, et al. 2018) 
 
Machine learning algorithm is performing as good as human 
(88%) on language tests, such as: 
 
On stage, a woman takes a seat at the piano. She 

a) sits on a bench as her sister plays with the doll. 
b) smiles with someone as the music plays. 
c) is in the crowd, watching the dancers. 
d) nervously sets her fingers on the keys. 

 
P.S. The algorithm is not trained to perform those tests.  
 



Results 



Result: PCI 



Result: PCI — with ground truth 

 



Understanding substance of change 

 

 

 

 

• Content of mis-classified articles has policy substance. 

• False positive: new policies 

• False negative: policies that are phasing out 

Classified on front page? 

No Yes 

Front page? 
No √ false positives 

Yes false negatives √ 



The 2018 Q1 uptick 

 

False omission rate  



Discussion 



Supervised learning 

𝑚𝑎𝑝𝑝𝑖𝑛𝑔 ∶ 𝑋 → 𝑌 
 

• Trained on 𝑥𝑖 , 𝑦𝑖 𝑖∈𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔. 

• Goal: from 𝑥𝑗 𝑗∈𝑛𝑒𝑤
, to predict 𝑦𝑗 𝑗∈𝑛𝑒𝑤

. 

 

• Challenge: need lots of training data. 

 



Understanding policy priority: 
an infeasible approach 

𝑔 ∶ 𝐴𝑟𝑡𝑖𝑐𝑙𝑒, 𝐹𝑟𝑜𝑛𝑡𝑃𝑎𝑔𝑒 → 𝑃𝑜𝑙𝑖𝑐𝑦, 𝑃𝑟𝑖𝑜𝑟𝑖𝑡𝑦  
 

• With the learned function 𝑔: 

• 𝑔 "pvt sector is important", front page = reform, high priority ; 

• 𝑔 "central planning is great", front page = reform, low priority ; … 

 

• But where are the training data? 



Understanding policy priority: 
a feasible approach 

• Think of policy priorities as a latent variable: 
 

𝒇 𝑃𝑜𝑙𝑖𝑐𝑦,𝑃𝑟𝑖𝑜𝑟𝑖𝑡𝑦 ∶ 𝑨𝒓𝒕𝒊𝒄𝒍𝒆 → 𝑭𝒓𝒐𝒏𝒕𝑷𝒂𝒈𝒆  

 

• Lots of training data to learn each function 𝑓. 

• Difference in function   ⇒   difference in priorities. 

• “Language-free!” 



Discussion 

• Adversarial attack 

• If the Chinese government knows that we can detect their policy 
change based on the newspaper, would they change their behavior 
to avoid detection? 

• That’s the purpose of propaganda. 

• What if the Chinese government knew we are reading the 
newspaper and want to fool us?  

• Human judgement 

• Readership is dropping overtime.  

• Government officials are required to read the People’s Daily. 

 



Other applications 



Other PCI projects 

• Text summarization and highlighting  — what words/sentences 

cause misclassification? 

• Regional and local PCIs for China, their development 

implications, etc. (joint w/ W. Cheung). 

• PCIs for other (ex-)Communist regimes’ policies: 

• Soviet Union’s Pravda and East Germany’s Neues Deutschland 

(joint with w/ E. Melly) 

• North Korea’s Rodong Sinmun (collecting data) 

 



“Opinionated News?” (joint w/ S. Slavov) 

• A wide discrepancy found in 2018: 

• 42% of Americans think the news they see is just commentary 

and opinion, and 

• only 5% of Americans think that’s useful. 

• Q: Is that true? How to detect opinionated news? 

• Data: The New York Times, 1987-2007. 

• PD articles ⇢ NYT articles; 

• front-page indicator ⇢ opinion indicator; 

 



Interested in DIY? 

 

• Website: policychangeindex.com  (newsletter sign-up) 

• Paper: policychangeindex.com/pdf/Reading_China.pdf 

• Source code: github.com/PSLmodels/PCI 

 

• A simulated example to show how the PCI works. 

https://policychangeindex.com/pdf/Reading_China.pdf
https://github.com/PSLmodels/PCI
https://policychangeindex.com/
https://www.openrg.com/policy-change-index-a-simulated-example/
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