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Abstract

For the first time in the literature, we develop a quantitative indicator of the Chinese government’s policy priorities over a long period of time, which we call the Policy Change Index (PCI) for China. The PCI is a leading indicator of policy changes that covers the period from 1951 to the first quarter of 2019, and it can be updated in the future. It is designed with two building blocks: the full text of the People’s Daily — the official newspaper of the Communist Party of China — as input data and a set of machine learning techniques to detect changes in how this newspaper prioritizes policy issues. Due to the unique role of the People’s Daily in China’s propaganda system, detecting changes in this newspaper allows us to predict changes in China’s policies. The construction of the PCI does not require the understanding of the Chinese text, which suggests a wide range of applications in other contexts.
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1 Introduction

China’s impressive economic growth in the past four decades has brought renewed attention to the model of government-led capitalism and its impact on the world. But the visible hand of government has had a prominent role throughout the industrialization process in post-imperial China,¹ be it the coercive central planning under Mao Zedong or the ambitious industrial policy that persists to this day.

Despite the pervasive role of government in the Chinese economy, until now there have been no quantitative indicators of the Chinese government’s policy priorities over a long period of time. In this paper, we fill that gap by devising the first of such measures, the Policy Change Index (PCI) for China.² The PCI is a leading indicator — often moving before policy changes occur — that covers the period from 1951 to the first quarter of 2019, and it can be updated in the future.³ In other words, this index not only helps us understand China’s industrialization process in the past but also allows us to make short-term predictions about its future directions.⁴

The design of the PCI has two building blocks: (1) it takes as input data the full text of the People’s Daily — the official newspaper of the Communist Party of China — since it was founded in 1946; (2) it employs a set of machine learning techniques — such as word embedding, multilayer perceptrons, and recurrent neural networks — to detect changes in how this newspaper prioritizes policy issues.

As we elaborate in Section 2, the source of the PCI’s power to predict policy changes rests on the nature of the People’s Daily — it is at the nerve center of China’s propaganda system. Modeled closely after the Soviet counterpart, China’s propaganda system is built on the premises that there is a set of goals toward which society should strive and that all social institutions, including the media, should be tools for moving public opinion, mobilizing economic resources, and, ultimately, attaining those goals. Unlike most newspapers in countries with a free press, which typically report current events after the fact, official media like the People’s Daily are tasked with promoting the social process the regime sets out — often in advance. Therefore, by detecting (real-time) changes in propaganda, the PCI is, effectively, predicting (future) changes in policy.⁵

---

¹ For a detailed review, see Brandt, Ma, and Rawski (2014) and the references therein.
² For simplicity, we will refer to “the PCI for China” simply as “the PCI” when there is no ambiguity.
³ The most up-to-date PCI data are available at policychangeindex.org. The source code of the project can be found at github.com/PSLmodels/PCI.
⁴ There is a distinction between our index and measures of economic policy uncertainty à la Baker, Bloom, and Davis (2016) (see Huang and Luk 2018 for an implementation for China). While the realization of uncertainty can be a change, changes — especially those that are planned and deliberate — may not contain uncertainty.
⁵ One may wonder if the commercialization of mass media in the post-reform China has affected
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To detect changes in how the *People’s Daily* prioritizes policy issues, we develop a machine learning algorithm that “reads” its articles and classifies whether they are published on the front page — a proxy for high priorities. The learning is possible because our data set, described in Section 3, already has the articles’ page numbers.

While we formally describe the model in Section 4, the intuition behind it can be explained with the following example. Imagine an avid reader of the *People’s Daily*, whose mind our algorithm tries to mimic. If the reader had read, remembered, and thought through all the articles published in recent times, they would have acquired a fairly good sense of what kind of articles “should” or “should not” appear on the front page. But if the reader then woke up to a surprising paper the next morning — that is, their educated guess about the new paper turned out to work either particularly well or exceptionally poorly — it might constitute a signal of change from the reader’s perspective. While a small surprise may well be taken as noise, a strong signal would convince the reader that their existing understanding of the page arrangement is no longer valid and that the priorities of the *People’s Daily* have fundamentally changed. The design of our model mimics this reasoning in the reader’s mind and builds the PCI on the “surprises” to the algorithm’s existing understanding of the newspaper.

As a preview of the main result, Figure 1 plots the quarterly PCI for China from 1951 to the first quarter of 2019. When the index hovers near zero, the new articles are largely confirming the “paradigm” the algorithm has acquired, suggesting policy stability. But if the index increases drastically, it would mean a big “surprise” to the algorithm’s existing understanding, which, in turn, would indicate a major policy change in the near future.

The validity of the PCI, which we address in Section 5, rests on whether it could have predicted important policy changes in China that have been identified in the literature — or, the ground truth. These major historical events are plotted in Figure 1 against the PCI time series for comparison. As shown in the figure, the PCI picks up the beginning of the Great Leap Forward in 1958, that of the Cultural Revolution in 1966, that of the economic reform program in 1978, and, more recently, a reform speed-up in 1993 and a reform slow-down in 2005, among others. Furthermore, the PCI often leads these events by months, providing the predictive power of our index. While the trend of commercialization has influenced most media outlets that are under less party control, the *People’s Daily* has remained largely intact. See Section 2 for more discussion on this point.

6. Unlike newspapers in the West, Chinese newspapers do not have editorial pages. Instead, both news and commentaries are published on different pages — including the front page — depending on how important editors consider they are. Focusing on the front page, therefore, does not mean omitting editorials or commentaries.

7. As a consequent of this design, the PCI is agnostic about what type of changes it predicts. As long as a policy issue is high-priority enough to affect the *People’s Daily*’s page arrangement, it will be reflected in the PCI. The index may pick up non-policy changes. It may also fail to predict policy changes that the government does not want to publicize in advance, or at all. See Section 4.6 for more details about the limitations of this design.
Figure 1: Policy Change Index and major events in China

Note: The PCI series is a predictor of policy changes. A spike in the PCI signals an upcoming policy change, while a vertical bar marks the occurrence of an actual policy change labeled by the respective event.
short-term predictions of the latter’s occurrences.

Since the (quantitative) PCI does not contain substantive information about policies, one may wonder whether, based on what is known at the time of a PCI spike (but before the respective policy change), an observer would be able to tell what the substance of the upcoming policy change is. In Section 5, we examine the People’s Daily articles that drive the “surprises” to the PCI, and we show that they are consistent with the policy changes that follow. In other words, the substance of policy change is also knowable to the observer.

The design of the PCI has an added feature that should be clear by now: It is “language-free.” That is, predicting the occurrences of policy change, in itself, does not require the researcher to read and process the Chinese text. The key ingredient of the algorithm is merely the page on which each article appears. This feature, therefore, suggests that the method could be applicable to a wide range of other settings, which we discuss in Section 6.

1.1 Related Literature

This paper draws from the literature in at least three fields: political communication, media economics, and the applications of text analysis and machine learning.

First, at least since the publication of the classic *Four Theories of the Press* (Siebert, Peterson, and Schramm 1956), scholars in political communication have understood that a country’s press system reflects the political institutions in which it functions. The most well-studied case of this thesis is perhaps the Soviet model of mass communication — propaganda — which was not only created by the Soviet Union itself but also followed by China and other (ex-)communist states. The way the Soviet press operated, write Siebert, Peterson, and Schramm (1956, p. 5), was “[g]rounded in Marxist determinism and in the harsh political necessity of maintaining the political ascendancy of a party which represents less than ten percent of the country’s people.” Other well-known work on the Soviet propaganda system (e.g., Inkeles 1950; Kenez 1985) and its Chinese counterpart (e.g., Liu 1971; Schurmann 1966) are also based on the investigation of the nature of the respective regimes. Our study follows this tradition, but we emphasize the reverse channel: Instead of how the media are influenced by the political system, we ask what inferences about politics and policies can be made from studying the press.

Second, in the field of media economics, substantial progress has been made in recent years in understanding whether and why the media are effective in changing people’s preferences, beliefs, or behavior. While communication thinkers have long argued that propaganda “works”
(e.g., Lasswell 1927; Lippmann 1922), recent studies show that the media can have a large effect on political outcomes in countries with weak democratic institutions, such as Mexico in the late 1990s (Lawson and McCann 2005) and Russia in the 1990s (Enikolopov, Petrova, and Zhuravskaya 2011). The effect is even more significant in authoritarian or totalitarian regimes. Gentzkow and Shapiro (2004) show that a broader range of information sources reduces hostility to America in Muslim countries. Yanagizawa-Drott (2014) shows that radio propaganda fueled participation in killings in the 1994 Rwandan genocide. Adena et al. (2015) find that radio propaganda helped the Nazis enroll new members and incited anti-Semitic acts. These findings lend support to our analysis for an obvious reason: Had propaganda been ineffective, the Chinese government would not have invested massive resources on it.\footnote{Media effects have also been established in cross-border settings, such as the effect of West German television on East Germans (Kern and Hainmueller 2009), that of Serbian radio on Croats (DellaVigna et al. 2014), and that of Russian television on Ukrainian elections (Peisakhin and Rozenas 2017). But also see Crabtree, Darmofal, and Kern (2015) for a finding of no cross-border effect.}

Other studies in this empirical literature provide a deeper understanding of why propaganda is effective, given that citizens may be aware that their government is propagandizing. Drawing from the exposure-acceptance model of persuasion (see McGuire 1968), Geddes and Zaller (1989) show that the support for the military regime in Brazil was the strongest among citizens in the broad middle ranges of political awareness — those who are informed enough to be exposed to government indoctrination but who are not so educated to be able to resist it. Kennedy (2009) finds a similar pattern using data in China, where the highest support for the regime is found in the large population of rural residents who have completed just junior high school — but no more — making them susceptible to political persuasion.

Third, this paper joins a booming literature on the applications of text analysis and machine learning to policy problems in economics and political science.\footnote{This literature is too large for us to summarize all studies in this section. The interested reader can find more details in Athey (2017), Mullainathan and Spiess (2017), and Varian (2014).} Some studies gauge US monetary policy by examining the deliberation of policymakers on the Federal Open Market Committee (FOMC), such as the forming of opinion groups in FOMC discussions (Zirn, Meusel, and Stuckenschmidt 2015), the influence of FOMC members on one another (Guo et al. 2015; Schonhardt-Bailey 2013), and how the (internal) deliberation is affected by external communication (Hansen, McMahon, and Prat 2018). Other scholars apply similar techniques to the prediction of lawmaking. Yano, Smith, and Wilkerson (2012) develop a model to predict whether a US Congressional bill will survive the committee process, while other algorithms are built to predict whether a bill will be voted and enacted into law (Gerrish and Blei 2011; Kraft, Jain, and Rush 2016; Nay 2017). Text analysis and machine learning are also applied to predict court rulings, such as the Supreme Court of the United States (Agrawal 2017).
et al. 2017; Katz, Bonmarito, and Blackman 2017; Sim, Routledge, and Smith 2016), the German Fiscal Courts (Waltl et al. 2017), and the European Court of Human Rights (Aletras et al. 2016). In urban economics, similar methods are used to measure and predict poverty by leveraging novel data, such as mobile phone metadata (Blumenstock, Cadamuro, and On 2015), street view photos (Naik, Raskar, and Hidalgo 2016), and satellite images (Engstrom, Hersh, and Newhouse 2016).

Our study differs from these applications in a critical way: While their common goal is to maximize an algorithm’s predictive power on out-of-sample data, this paper focuses on making inferences from when the performance of our algorithm on those data is surprisingly good or surprisingly poor, compared to the performance in training.

2 Significance of the People’s Daily

Throughout the history of the People’s Republic, the People’s Daily has been the most important print medium for China’s party-state to propagate official viewpoints, communicate government directives, and signal future policies to the country and the rest of the world.13

The (political) significance of the People’s Daily is apparent from its organizational connection to the Communist Party of China. The newspaper is under the direct control of the Publicity Department, which is a major division of the Party’s Central Committee and the nerve center of China’s propaganda system.14 The Editor-in-Chief of the People’s Daily is a minister-rank post, whose holder is often concurrently a deputy director of the Publicity Department.

The Chinese leadership has been directly involved in the publication process of the People’s Daily. Guoguang Wu, who served as a commentary editor of the People’s Daily from 1985 to 1989, described in penetrating detail how the editorial process of the newspaper works (see G. Wu 1994). According to G. Wu, top officials of the Party are involved in two ways. First, they command subjects for the editorial team and specify the constraints by which it must abide. Some party leaders even write commentaries themselves. Mao, for example, frequently wrote for the newspaper in the 1940s. Second, editorials and commentators’ articles are subject to tight censorship throughout the production process. Drafts and proofs are sent to party leaders for instructions on revision and final approval. The most important editorials have to be approved by the general secretary of the Party; that is, the leader of the country.

The consequence of disobeying the party control of the People’s Daily is undoubtedly
grave. Deng Tuo, the Editor-in-Chief from 1949 to 1957, is a telling example. In 1956, with the support of some reform-leaning party officials, Deng Tuo ran an editorial implicitly rebuking Mao’s policies, much to the latter’s dismay. The friction intensified in 1957 when Deng Tuo opted not to promote some of Mao’s speeches in the newspaper, which resulted in Mao calling him “a dead man running the paper” and removing him from the Editor-in-Chief post.

Given the highly official status of the *People’s Daily*, it is not surprising that the change of propaganda messages in the newspaper is closely tied to — and often comes ahead of — the change of major government policies. Before the economic reform program took off in late 1978, for example, the *People’s Daily* had seen a drastic shift in content and tone. On February 7, 1977, it published the now-notorious “Two Whatevers” statement — “We will resolutely uphold whatever decisions Chairman Mao made and unswervingly follow whatever instructions Chairman Mao gave” — embraced by Mao’s designated successor upon his death. Deng Xiaoping and other reformists, who were increasingly taking hold of power at the time, contested the statement from within the Central Committee. Their efforts eventually succeeded and led to the publication of an almost negating article, “Practice is the Sole Criterion for Testing Truth,” on May 12, 1978. This change in the *People’s Daily* had effectively foretold the economic reform program led by Deng Xiaoping — months in advance.

Since the economic reform program took off in 1978, China’s mass media has undergone a notable change, which one might argue raises a question about the predictive power of our index. As documented by G. Wu (2000) and Y. Zhao (1998), there has been a significant increase in the number of commercialized media outlets in post-reform China, many of which are semi-official, less scrutinized by the Party, and more profit-driven. This change in the media industry even prompted the more optimistic of China scholars to project the possibility of a liberal, democratic press for China’s future (e.g., Lynch 1999; Y. Zhao 1998). The reality, however, suggests otherwise. While the Chinese government has different policy goals in the reform era, its methodology of propaganda persists (Brady 2008), and the media commercialization has not produced more diverse political voices (Stockmann 2013). In particular, the *People’s Daily* remains the least commercialized and the most tightly controlled newspaper,

---

15. See Wang (2008). After leaving the *People’s Daily*, Deng Tuo kept writing articles critical of Mao’s policies. He was later dubbed a member of the “anti-party group” and committed suicide at the dawn of the Cultural Revolution.

16. The subtext of this article is that, since practice was the *sole* criterion, Mao’s decisions or instructions would cease to be a criterion, along with the Soviet-style planning the economic reforms were to overturn.

17. By popular measures of press freedom, such as the Reporters Without Borders’ Press Freedom Index and the Freedom House’s Freedom of the Press ranking, China’s media sphere remains one of the most oppressed in the world.
upholding the party line in its reporting.\textsuperscript{18} Therefore, the evidence suggests the persistence of the PCI’s predictive power in the reform era.

\section{Data}

Our data set consists of 1,910,989 articles published in the \textit{People’s Daily} between May 15, 1946 (the date it was founded) and March 31, 2019. This data set is exhaustive except for 41 dates between 1946 and 1951 when the texts are not available.\textsuperscript{19}

For each article, we have data for the date it was published, the page it appeared on, and the full text of the title and body of the article. The total number of front-page articles in our data set is 226,313 — or, 11.8%.

We also derive from the raw data the following metadata variables for each article: whether the date is a weekday or over a weekend, the length (in characters) of the title, the length of the body, the number of articles published that day, and the number of front-page articles published that day.

The fraction of front-page articles varies over time, which is mostly driven by the different number of articles the newspaper publishes each day. Figure 2 plots these two summary statistics in annual terms. As the \textit{People’s Daily} publishes more and more articles — from thousands to tens of thousands each year — the fraction of front-page article declines from as high as 52\% in the third quarter of 1946 to as low as 5.8\% in the second quarter of 2010.

\section{Methodology}

In this section, we describe how the PCI is constructed from the \textit{People’s Daily} data set and discuss this methodology in the context of supervised learning. The validity of its predictive power is discussed in the next section.

\subsection{Overview}

We model the PCI after the aforementioned avid reader of the \textit{People’s Daily} in the following steps: (1) We start with a quarterly rolling window with the length of five years, which we call the training window, and we divide the data within a training window into (i) training

\textsuperscript{18} In the commercialization process, if the \textit{People’s Daily} upholds the party line while other outlets present consumers with relatively more diverse choices, market competition would drive readership away from the \textit{People’s Daily}, which is exactly what happened: Its hard-copy circulation plummeted from five million copies per day in the 1980s to 1.8 million in 2004 (see Esarey 2006).

\textsuperscript{19} On those dates, either the newspaper did not publish or it did but the texts are not available. Either way, the fraction of missing dates (0.15\%) is negligible.
and validation data and (ii) testing data. We call the data in the quarter following the training window the “forecasting” data. (2) We train a machine learning algorithm, using the training and validation data, to classify whether each article appears on the front page (as if the reader was forming a paradigm about how the newspaper prioritizes issues). (3) We then capture the “surprise” to the algorithm by taking the difference (in absolute value) between its performance on the testing data (in the training window) and its performance on the “forecasting” data (in the following quarter). The PCI is defined simply as the magnitude of this “surprise” as the training window rolls forward.

A note on terminology: To avoid confusion, we use the word classification to refer to the problem of predicting whether an article appears on the front page. We reserve the word prediction for the problem of predicting policy changes using the constructed PCI. Furthermore, the data in the quarter following a training window are referred to as the “forecasting” data, in contrast to the testing data within the window.

4.2 Data structure

An article in year-quarter $t$ is defined as

$$A_{i,t} = \{Y_{i,t}, X_{i,t}, Z_{i,t}\},$$

(1)

20. The word “forecasting” is in quotation marks because our data set already has the answer.
where the index $i$ denotes the $i$-th article in year-quarter $t$; $Y_{i,t}$ is an indicator for whether the article is on the front page, $X_{i,t}$ is the texts of the article, and $Z_{i,t}$ represents the set of metadata variables mentioned in Section 3.

For each year-quarter $s$ of interest, we define a training window $T_s$ as the period of 20 year-quarters (five years) immediately preceding $s$. That is,

$$T_s \equiv \{t : s - 20 \leq t < s\}. \quad (2)$$

This structure is analogous to the aforementioned avid reader who lives in year-quarter $s$ and remembers the articles that were published during the training window $T_s$.

Since the data in $T_s$ will be used to train an algorithm, choosing the length of $T_s$ involves a trade-off. On the one hand, a longer training window would contain more data for the algorithm to learn from, which potentially can improve its classification performance. On the other hand, more historical policy changes and noises would be covered by a longer training window, which may create confusion and render the learning process more challenging. For each training window $T_s$, we use a stratified sampling method to create training and validation data, which consist of 80% of the articles, and testing data, which consist of the remaining 20%. The training data are used to compute a specified model. The validation data serve the purpose of searching for the optimal model specifications without over-fitting the training data. The purpose of the testing data is to compute how well an optimized model fits the training window without using the training and validation data, which the model has already “seen.”

### 4.3 Model

For each year-quarter $s$, we train a model $f_s$ such that, for each article in the training window $T_s$, the model classifies whether it is on the front page ($\hat{Y}_{i,t}$, as an estimate of the true $Y_{i,t}$) using the text of the article ($X_{i,t}$) and the respective metadata variables ($Z_{i,t}$), i.e.,

$$\hat{Y}_{i,t} = f_s(X_{i,t}, Z_{i,t}), \; \forall s, \; \forall t \in T_s. \quad (3)$$

---

21. Formally, the index $i$ should depend on the year-quarter $t$; that is, an article should be identified with $A_{i,t}$. We omit the subscript $t$ of index $i$ to simplify notations.
22. We concatenate the title and body of each article into one string of texts.
23. Another drawback of having a longer training window is a higher computation cost, of course.
24. We use 60% for training and 20% for validation.
Though the purpose of the model $f_s$ is straightforward, its structure consists of a sequence of various types of neural network models, including a word embedding layer, a recurrent neural networks layer, and two multilayer perceptron layers. Figure 3 outlines the structure of the model $f_s$. The blue, yellow, and green nodes represent the inputs, neural network models, and output, respectively. An arrow means the (interim) output of the origin node is used as the (interim) input of the destination node. The model takes texts and metadata as its two inputs and, ultimately, produces a front-page classification as its output.

The text, as a sequence of words, is first fed to a word embedding layer, which maps each word into a numeric vector. In doing so, it reduces the dimensionality of texts while preserving the semantic relations between words. We then feed the outputs of the word embedding layer to a recurrent neural network, which is specialized in processing sequential data (such as sentences and articles) into a vector of hidden variables. Meanwhile, the metadata are fed to a multilayer perceptron, which creates hidden variables that summarize the features in the metadata. Finally, the hidden variables of the text and metadata are combined using another multilayer perceptron to generate a front-page classification.

Modeling the above layers requires the researcher to choose a set of model specifications (or, hyper-parameters), which control the complexity of each layer. The trade-off in this process lies in the fact that a greater complexity may improve the fit on the training data, but it may also worsen the performance on the validation data by over-fitting. To find the appropriate hyper-parameters, we implement a simulated annealing algorithm (à la Kirkpatrick, Gelatt, and Vecchi 1983) to search for the hyper-parameters that optimize the classification performance on the validation data.
The rest of this subsection briefly discusses each of the model’s components. The reader who is more interested in how the model’s output is used in subsequent steps may skip to Section 4.4.

4.3.1 Word Embedding

The curse of dimensionality kicks in quickly when texts are to be modeled as data. In the Chinese language, for example, there are tens of thousands of distinct Chinese characters, thousands of which are commonly used. For an article that contains a sequence of a thousand characters, the number of possible character combinations is enormous. Dimensionality reduction, therefore, is almost a necessity in textual analysis.

We adopt word embedding — a widely used technique in natural language processing pioneered by Mikolov et al. (2013) — to reduce the dimensionality of our data. It maps words or phrases to vectors of real numbers in a vector space. The method brings the dimensionality of texts down to that of the vector space while largely preserving the semantic relations between words or phrases. In this paper, we apply the Chinese-language word embedding developed by Li et al. (2018), which is a neural network model trained on all Chinese words and phrases that have appeared on the People’s Daily — the same data source as ours — between 1946 and 2017.25

One of the most important features of word embedding is that it retains the linguistic meaning of words through their relations to other words. For example, the cosine distance between (the embedding of) two words measures the similarity between them. Thus, the cosine distance between “the United States” and “China” is smaller than, say, the cosine distance between “banana” and “umbrella.” Moreover, the direction of a vector has linguistic meaning as well. For example, the difference between “the United States” and “Washington, DC” — which is itself a vector in the same space — is similar to the difference between “China” and “Beijing.”

4.3.2 Multilayer Perceptron

Multilayer perceptron (MLP) is a basic form of artificial neural network models. It contains three types of layers: the input layer, hidden layer(s), and the output layer. Figure 4 is a graphic illustration of an MLP with two hidden layers. Each node represents a variable, and

\[25\text{. A caveat on using this word embedding, which is trained on the entire horizon, uniformly on all training windows: From the perspective of any training window, the embedding necessarily contains (future) information that has not emerged yet. For example, the meaning of a word in 2017 may be fed to a training window from 1960 to 1969, in which the same word meant differently back then. An alternative would be to train an embedding with data only up to, say, 1969. The drawback of doing this, however, is that the quality of the embedding would be lower due to the lack of data.}\]
each directional link represents a relationship between the nodes it connects. For example, variable $H_{12}$ — the second note in the first hidden layer — is a function of a linear transformation of inputs $X_1$ and $X_2$. The variables in the first hidden layer are used as the inputs of the second hidden layer. Finally, the output layer is a function of a linear transformation of the second hidden layer’s outputs.

Formally, the model in Figure 4 can be written as:

$$H_{(1)} = \sigma(X\beta_1 + b_1),$$  \hspace{1cm} (4)
$$H_{(2)} = \sigma(H_{(1)}\beta_2 + b_2),$$  \hspace{1cm} (5)
$$O = \sigma(H_{(2)}\beta_O + b_O),$$  \hspace{1cm} (6)

where $\sigma$ is a non-linear function — called the activation function in the literature — that maps a real number to a number between zero and one.\textsuperscript{26}

The number of hidden layers and the number of hidden variables in each hidden layer (also known as neurons) are important hyper-parameters of the model specification. Optimizing these hyper-parameters and those in the next model component is part of the search algorithm we conduct in this paper.

\subsection{4.3.3 Recurrent Neural Network}

In the MLP model, the input layer is only used (as input) by the first hidden layer, and all inputs are treated equally by the model. This structure limits the ability of an MLP to model

\textsuperscript{26} For example, a commonly used activation in the literature is the logistic function: $\sigma(x) = 1/(1 + e^x)$.
Figure 5: An example of recurrent neural network

Recurrent neural networks (RNN) are a class of neural network models that specialize in handling texts and other sequential data. Salehinejad et al. (2017) present a survey on the literature and recent advancements of RNNs.

Figure 5 gives an example of RNN. The input layer contains three sequential input variables, \((X_1, X_2, X_3)\), which enter the model sequentially. In the context of text data, this input layer will be a sequence of word embeddings — think “She likes apples.” The first input variable \(X_1\) and a default variable \(H_0\) are used as inputs to generate the first hidden variable \(H_1\) and the first output variable \(O_1\). The model then uses the second input variable \(X_2\) and the hidden variable \(H_1\) from the previous step to generate the second hidden variable \(H_2\) and the second output variable \(O_2\). Finally, the final output variable \(O_3\) is generated similarly using variables \(X_3\) and \(H_3\).

Formally, the model in Figure 5 can be described as:

\[
H_{(\ell)} = \sigma(X_{(\ell)}\beta_{\ell} + H_{(\ell-1)}\gamma_{\ell} + b_{\ell}), \quad (7)
\]

\[
O_{(\ell)} = \sigma(H_{(\ell)}\beta_{O} + b_{O}), \quad (8)
\]

where \(\ell\) is the index for the sequence of input, hidden, and output variables.

Since the model processes the input variables sequentially, there is an output variable at every step. For example, the output variable \(O_2\) would be the output of the model if only the first two input variables were considered. In the context of text data, these interim output variables can be interpreted as the predictions of the model if only a truncated segment of the texts were “read” by the algorithm.

In this paper, we implement the gated recurrent units (GRU) model developed by Cho
et al. (2014), which is a variant of RNN. A GRU model includes additional control units, which decide what information should be gated and what should be passed down to the next step to generate the hidden variables and outputs. It improves upon RNN methods by aiming to solve the vanishing gradient problem recognized in the literature.

4.4 Calculation of the Policy Change Index

The framework described in the previous subsection generates a model $f_s$, which can be used to classify new articles in both the testing and “forecasting” data. For each article in year-quarter $s$, for example, the classification of whether it appears on the front page is given by

$$
\hat{Y}_{i,s} = f_s(X_{i,s}, Z_{i,s}),
$$

where $\hat{Y}_{i,s}$ is the estimate of $Y_{i,s}$ — the ground truth. Similarly, for an article in the testing data in the training window $T_s$, the classification would be

$$
\hat{Y}_{i,t} = f_t(X_{i,t}, Z_{i,t}), \forall t \in T_s.
$$

We use the $F_1$ score of the outcome variable to measure the performance of a model. The $F_1$ score is defined as the harmonic mean of the precision and recall of the model. That is,

$$
F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}},
$$

where the precision is the fraction of true positives in all predicted positives, and the recall is the fraction of true positives in all actual positives.

The $F_1$ score, as an alternative to the accuracy rate, is meant to account for the issue of imbalanced samples; that is, having much fewer front-page articles than non-front-page articles. Imagine that the performance measure was the accuracy rate, which is the fraction of correct classifications in the whole sample. By this standard, a naïve algorithm that almost always makes negative classification would fare quite well because most articles are not on the front page, to begin with. However, the $F_1$ score of this naïve algorithm would be nearly zero because the recall would be nearly zero.

Finally, using the classifications in equations (9) and (10), we define the PCI at year-quarter $s$ as the absolute value of the difference in classification performance between the training window $T_s$ and year-quarter $s$. Or, formally,

$$
PCI(s) = |F_1(T_s) - F_1(s)|.
$$

27. See Cho et al. (2014) for more details.
The PCI allows us to make policy predictions for the following reason. If \( PCI(s) \) is near zero, it would mean that \( F_1(T_s) \) and \( F_1(s) \) are close to each other, which suggests that the way the People’s Daily prioritizes articles in \( s \) has not changed much compared to \( T_s \) and that China’s policy priorities have not changed much either. However, if \( PCI(s) \) is much larger than zero, it would mean that \( F_1(s) \) is either much higher or much lower than \( F_1(T_s) \). Either way, such a “surprise” would suggest that the way the People’s Daily prioritizes articles in \( s \) is fundamentally different from that in \( T_s \), which, in turn, would suggest a fundamental shift in China’s policy priorities.

### 4.5 Relationship with Supervised Learning

Although we employed supervised learning in constructing the PCI, it was not directly used to predict changes in policy priorities. In this subsection, we discuss the role of supervised learning in our methodology and how it differs from its conventional, off-the-shelf applications.

A supervised learning algorithm seeks a function \( \theta \) that maps a set \( X \) of features onto a set \( Y \) of labels, which is the variable of our interest; that is,

\[
\theta : X \rightarrow Y.
\]

(13)

In a data-rich environment, \( \theta \) could be precisely estimated and accurately predict the labels for “unseen” data.

An off-the-shelf application of supervised learning to our policy change prediction problem would go as follows. The features of each observation would be the text of an article and its metadata variables, such as whether it appears on the front page. The labels of that observation would be the policy priorities implied by the article. Formally, the mapping to be learned is given by

\[
\theta : \{(\text{Article, FrontPage})\} \rightarrow \{(\text{Policy, Priority})\}.
\]

(14)

For example, a front-page article that talks about how well private companies are doing would suggest privatizing the state sector — as a policy issue — is likely high-priority. In contrast, if a front-page article points out self-dealing and corrupt practices during privatization, it would suggest the opposite.

Once the function \( \theta \) is estimated, it would be able to assign a Policy-Priority pair to each Article-FrontPage pair. It can, therefore, predict the policy priorities using the latest news articles.

However, this off-the-shelf approach is prohibitively challenging for two reasons. (i) Estimating \( \theta \) requires a large number of labels (i.e., Policy-Priority pairs) for the training data,
and the labeling process could be very costly. In fact, such a cost is one of the primary challenges in machine learning (Oliver et al. 2018). (ii) The labeling process could be subjective and biased because it relies on the researcher’s understanding of the Chinese economy and politics, a complex and complicated subject.

The methodology of this paper looks at the relationship between the variables differently. Instead of building a model to predict the variable of interest directly, we consider it as a latent variable in a different supervised learning model:

\[
\phi_{\{(\text{Policy}, \text{Priority})\}} : \{\text{Article}\} \rightarrow \{\text{FrontPage}\}.
\]

This model takes the policy priorities as given and simply indicates whether each article is on the front page. Since the policy priorities are removed from the model, we do not face any labeling challenges — page numbers are already available in the data set.

Although we did not model policy priorities explicitly, they are already embedded in the estimated function \(\phi_{\{(\text{Policy}, \text{Priority})\}}\). Consequently, the task of detecting changes in policy priorities has now been transformed to one of detecting changes in the function \(\phi\) that embeds them. A change in policy priorities now means that a function \(\phi\) that is trained to fit the data from a certain period (i.e., the training window) would perform very differently on the “unseen” data that come from a different period (i.e., the next quarter). The calculation of the PCI in Section 4.4 is based on this reasoning of the transformed problem.

Because we do not apply supervised learning off-the-shelf, the predictive power of our approach does not come from the accuracy of any single estimated function. Instead, it comes from the possibility that the estimated function changes because the latent variable — where our interest lies — has changed.

### 4.6 Advantages and Limitations

Because the *People’s Daily* is the only data source for constructing the PCI, this approach has its advantages and limitations tied to the unique input.

While the page numbers of articles are easily available and seemingly trivial labels, they are in fact associated with underlying patterns (i.e., the newspaper’s priorities) in which we are interested. Because we have transformed the policy change prediction problem in such a way that the front-page indicator is the label, the fact that the articles are in Chinese is no longer relevant — hence the “language-free” feature. This property suggests that the same methodology can be applied to settings that have a structure similar to ours. We devote Section 6 to exploring various potential applications along this line.

Another advantage of the PCI is that it minimizes the bias a researcher may have when evaluating results against the complicated reality. For example, an alternative design, which
may seem more natural, would be to conduct a topic analysis\footnote{Such as the models built upon Latent Dirichlet Allocation (Blei, Ng, and Jordan 2003; Roberts et al. 2013) or Latent Semantic Analysis (Griffiths and Steyvers 2002; Hofmann 1999).} of all front-page articles and then investigate how the distribution over topics changes over time. But this approach would require the researcher to not only read the representative articles in all (estimated) topics and across the entire time series but also characterize their substance at an abstract level. The researcher’s judgment in this step would become part of the input to the model and inevitably be carried over when the predictive power of the analysis is evaluated against the ground truth. Our design, in contrast, does not suffer from this subjectivity because the page numbers are objective labels, to begin with.

Our method also has several limitations. First, the PCI may pick up changes in the \textit{People’s Daily} that are not inherently about policies. For example, changes in culture, semantics, or terminologies could affect the PCI. However, these changes tend to take place gradually and, hence, are unlikely to cause abrupt fluctuations in the PCI. Editorial changes in the \textit{People’s Daily} may also be reflected in the PCI. For example, there have been periods of time when the newspaper published daily weather forecasts or selected quotations of Mao and his designated successor on the front page.

Second, for issues that are important but that the government does not publicize \textit{in advance}, the PCI may not be able to predict them (ex ante) even if it can detect them as they occur. The Cultural Revolution, for example, started as a covert operation of Mao to purge his opponents (MacFarquhar and Schoenhals 2006) and, hence, was not promoted in advance. Also not publicized in advance was the four trillion yuan stimulus package of 2008, which was a policy \textit{in response to} the global financial crisis.

Third, for issues that are important but that the government does not publicize \textit{at all}, the PCI is, by design, not meant to detect them even as they take place. The Tiananmen Square protests of 1989, as well as the three-year reform hiatus that followed, is a case in point. On June 4, the \textit{People’s Daily} published only one article about the suppression, which barely exceeds a hundred words. Yet, both the Director and the Editor-in-Chief of the \textit{People’s Daily} were removed from office thereafter (Tan 1990).

Finally, while the PCI can predict the occurrences of policy change, it does not tell an observer how long the new policies will last. This is because policy changes of different eventual durations may be preceded by the same publicity campaign in the \textit{People’s Daily}, rendering them indistinguishable ex ante. But if a policy lasts for a long time before it ends — long enough for the algorithm to learn the new patterns — the PCI can, in principle, pick up the end of the policy, but as another policy change.
5 Results

The ultimate test of the PCI’s predictive power is the one against the history of China’s policy changes. We approach this test by surveying the literature on China’s economic history and reforms since the People’s Republic was established.\textsuperscript{29} We compile a chronology of major events from 1949 to 2018 that the literature has largely agreed on — see Appendix A.1 for details. These events are plotted against the quarterly PCI in Figure 1. A successful prediction would be a spike in the PCI that occurs in advance of a policy change.

5.1 Predicting the Timing of Policy Change

Comparing the events and the spikes in the PCI shows the extent to which the index is predictive. For the following policy changes, the PCI moves drastically, months before they occur: the beginning of the Great Leap Forward in 1958, that of the economic reform program in 1978, a reform speed-up known by the slogan “Socialist Market Economy” in 1993, and a reform slow-down known by the slogan “Socialist Harmonious Society” in 2004. All of these events have been widely recognized in the literature as among the most critical junctures in the economic history of the People’s Republic.

While the PCI has not made major false alarms so far, there are important policy changes that the PCI did not pick up in advance: the beginning of the Cultural Revolution in 1966 and the four trillion yuan stimulus package rolled out in 2008, for example. As explained in Section 4.6, the failure to predict these two changes is due to the nature of these events; the former was Mao’s covert political operation that he did not want to publicize, while the latter was a policy response to an unforeseen external shock.

There are other policy changes that the PCI did not pick up at all; the Tiananmen Square protests of 1989 and the reform hiatus that followed are a typical example. The failure of the algorithm to predict the change is, as expected, due to the political sensitivity of the issue and the unwillingness on the government’s part to discuss it.

5.2 Understanding the Substance of Policy Change

From an observer’s perspective, a sudden increase in the PCI time series signals only the occurrence but not the substance of an upcoming policy change. In this subsection, we discuss how to infer the policy substance from a PCI spike.

Recall that the PCI is the difference (in absolute value) between the algorithm’s performance on the testing data (i.e., $F_1(T_s)$) and on the “forecasting” data (i.e., $F_1(s)$). Figure 6

\textsuperscript{29} Included in our survey are the following well-known work: Coase and Wang (2012), Howe, Kueh, and Ash (2002), Lardy (2014), Naughton (2014, 2018), Saich (2015), J. Wu (2014), and S. Zhao (2016).
Table 1: Table of confusion for front-page classification

<table>
<thead>
<tr>
<th>Classified on front page?</th>
<th>False positives</th>
<th>False negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>On front page?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>True</td>
<td>False positives</td>
</tr>
<tr>
<td>Yes</td>
<td>False negatives</td>
<td>True</td>
</tr>
</tbody>
</table>

plots these two performance measures on the same chart, with the orange curve representing the performance in testing and the purple curve in “forecasting.” Because of the rolling-window design, the orange curve lags behind the purple curve by a few years and is smoother than the latter. Moreover, the level of the orange curve is important to understanding the status quo of policies. High performance in testing would mean it is relatively easy for the machine learning model to learn the priorities of the newspapers, which suggests those priorities are coherent and distinct, to begin with. In contrast, low performance in testing would mean it is difficult for the model to learn the newspaper’s priorities very well, which suggests those priorities are ambiguous and vague throughout the training window.

By construction, a spike in the PCI in Figure 1 corresponds to a widening of the gap between the orange and purple curves in Figure 6. We show below that the policy implication of a PCI spike depends on whether the purple curve is much higher or much lower than the orange curve.

When a trained algorithm is applied to new data — either the testing data or the “forecasting” data — two types of classification errors occur (see Table 1). False positives are those articles that, according to the algorithm’s understanding, “deserve” the front-page status but appear on other pages. False negatives, in contrast, are the articles that appear on the front page despite the algorithm suggesting otherwise.

When the purple curve in Figure 6 is much lower than the orange curve, the algorithm performs substantially more poorly on the “forecasting” data than on the testing data. This typically happens when the model is trained well in the rolling window. We argue that, in this case, the false negatives in the “forecasting” data are the articles that are most indicative of the new policy priorities. Imagine a policy issue — say, poverty — that used to be an unambiguously low priority in the training window. The algorithm would likely form a “paradigm” that assigns most poverty articles outside of the front page, and it would be mostly correct. But then in the new quarter, an unusually large number of poverty articles may come on the front page, conflicting with the algorithm’s existing understanding. This would imply that poverty has become a high-priority issue in the new quarter.
Figure 6: Classification performance: testing versus “forecasting”
When the purple curve in Figure 6 is much higher than the orange curve, the algorithm performs substantially better on the “forecasting” data than on the testing data. This typically happens when the priorities in the rolling window are difficult for the model to learn well. In this case, we argue that the false positives in the testing data are the articles that best indicate the policy priorities to come. Imagine two factions inside the party leadership, reformists and conservatives, who in the training window disagreed on privatization. The “paradigm” the algorithm forms — say, pro-privatization — would inevitably work poorly. This is because pro-privatization articles may go on the front page on one day but may not on another (false positives), and whether they do is driven by factors that cannot be detected from the newspaper itself (such as power struggle inside the Party). But then in the new quarter, most pro-privatization articles may come on the front page, which would confirm the “paradigm” in the new quarter even better than it used to in the training window. This would imply that privatization has become a high-priority issue in the new quarter.

In what follows, we apply the above analysis to two recent episodes of policy change, corresponding to the two cases, respectively. We end this section with a discussion of the policies under Xi’s administration.

5.2.1 1993: A Reform Speed-up

Since the PCI measures change, the policy implication of a PCI spike depends on what has been the status quo up to the point of change. Since 1978, the Chinese economy had experienced over 15 years of “dual-track reform,” in which the traditional command economy and a newly established market mechanism coexist as methods to allocate resources. The state sector had remained largely protected by the government and reliant on planning, while the private sector had been allowed to grow concurrently through market competition. This unique strategy has prompted scholars of the Chinese economy to label it as “growing out of the plan” (Naughton 1995), “reform without losers” (Lau, Qian, and Roland 2000), and “incremental reform” (J. Wu 2005). The duality in policy also found its mirror image in the party leadership, where reformists and conservatives debated about the path forward. The antagonism between the two factions grew even more explicit after the Tiananmen Square protests of 1989.

An algorithm trained on this period of duality would work poorly in the training window because, while it may deem reform as a high priority, conservative policies at the same time would be perceived as noise and affect the algorithm’s performance. This can be verified in Figure 6, where the orange curve is relatively low in the early 1990s compared to the rest of the series.

When the purple curve in Figure 6 suddenly increases in the first quarter of 1993, causing
a spike in the PCI, we investigate the false positives in the training window to understand what issues are predicted to be the new priorities. We start with the testing data in the 1988-1992 window — that is, the five years leading up to the quarter in question. We sample 75 articles from each of two categories — false positives and true positives — and classify them into a set of topics based on their content and our judgment. For each topic, we use the (estimated) fraction of false positives in all predicted positives, i.e., the false discovery rate, to measure how heavily the topic is featured in the false-positive category. Finally, we compare the false discovery rate in the training window with that in the first quarter of 1993. If the latter is much smaller than the former for a certain topic, that topic would be among the predicted new priorities after the PCI spike.

Figure 7 shows the false discovery rate for all topics during 1988-1992 (blue bars) against the first quarter of 1993 (red bars). Topics where the red bar is much lower than the blue bar would be considered, by the above analysis, new policy priorities. As the figure shows, these topics include reforming the state-owned enterprise system, promoting private enterprises, building and regulating markets, and, overall, accelerating the reform agenda.

This prediction is consistent with China’s reform speed-up after 1993. Beginning in November 1993, the Chinese government rolled out a broad reform agenda under the slogan of “Socialist Market Economy,” which includes restructuring and, eventually, privatizing
state-owned enterprises, unifying national markets and abandoning central planning, further liberalizing international trade and investment, enhancing macroeconomic controls, etc.

5.2.2 2004: A Reform Slow-down

The status quo of the Chinese economy from the 1993 reform speed-up to the 2004 policy change had been a comprehensive, pro-market reform program affecting every sector of the economy. Furthermore, unlike the “reform without losers” before 1993, the post-1993 economic system had created significant losses in various social groups and driven up income and wealth inequalities among them. Most severely affected were workers laid off from the state sector and farmers who had not benefited from the urbanization process. An algorithm trained on this period of accelerated reform would easily associate pro-market policy issues as high priorities, and it would work well in the training window. Consistently, the orange curve in Figure 6 is relatively high in the early 2000s compared to the rest of the series.

When the purple curve in Figure 6 suddenly declines in the first quarter of 2004, causing a PCI spike, we investigate the false negatives in the new quarter to understand what issues are predicted to be the new priorities. Similar to the analysis in Section 5.2.1, we sample and classify articles in the 1999-2003 window and the first quarter of 2004. But different from before, we now focus on false-negative and true-negative articles. We calculate the fraction of false negatives in all predicted negatives, i.e., the false omission rate, as a measure of how heavily each topic is featured in the false-negative category. If the false omission rate is much higher in the first quarter of 2004 than in the previous five years for a certain topic, that topic would be among the predicted new priorities after the PCI spike.

Figure 8 shows the false omission rate for all topics during 1999-2003 (blue bars) against the first quarter of 2004 (red bars). Topics for which the red bar is much higher than the blue bar would be deemed new policy priorities. As the figure shows, these topics include increasing support for both the rural and the state sectors, strengthening social safety nets (regarding poverty, social security, public health, etc.), and enhancing government accountability to the general public.

This prediction is also consistent with China’s reform path after 2004. Driven by various social issues, which had intensified during the comprehensive reform, the Chinese government launched a set of populist social policies under the slogan of “Socialist Harmonious Society” in October 2005. In the meantime, the pace of pro-market reforms slowed down significantly. The privatization of the state sector stabilized, and the government support for large, remaining state-owned enterprises was emphasized again.
5.2.3 Xi Jinping’s Administration, 2012–present

We discuss the policies under Xi’s administration in this subsection. The reader who is more interested in how the method can be applied to other contexts may skip to Section 6.

Between the launch of Hu’s “Socialist Harmonious Society” in 2005 and the ascendency of Xi in 2012, the status quo of policies in China had been the coexistence of maintaining the economic reform program — though at a slower pace — and tackling social issues with populist policies. In the first quarter of 2013, a spike in the PCI picks up a pair of conflicting initiatives subsequently rolled out by Xi that reinforces the duo-agenda. On one hand, it attempts to revive the leftist, Maoist ideology. On the other hand, it calls for renewing economic reform and emphasizes the role of markets. The policy agenda under Xi, therefore, can be understood as having the same duality that had existed since Hu’s administration.

Consistent with the policy duality, our algorithm trained on this period performs relatively poorly in the training window. As shown in Figure 6, the performance in testing (the orange curve) during Xi’s administration hovers around 0.7, relatively lower than other years.30

Note: False omission rate is the fraction of false negatives in all predicted negatives.

30. While we are agnostic about how to predict the future PCI using the current PCI, one may argue that having a bundle of incoherent policies is not sustainable. The last time this happened in the PCI time series was the “dual-track reform” leading up to 1993. As discussed in Section 5.2.1, the duality was not stable, and it eventually led to a major policy change.
Most recently, the PCI picks up two spikes, in early 2018 and early 2019, respectively. While these upticks fall outside of the scope of established literature, they have important implications to the US-China trade conflicts that, at the time of writing, are still ongoing.31

In each of these two quarters, the purple curve in Figure 6 drops substantially below the orange curve, resulting in a PCI uptick. Similar to Section 5.2.2, we interpret the policy substance by analyzing the false omission rate, as shown in Figures 9 and 10. While minor differences exist, the two figures share the following, broad characteristics: (1) Internally, the government direction in the economy is maintained and even enhanced, in such areas as industrial policy and state support for the rural and state sectors. (2) Externally, while emphasizing economic openness, the government is playing up nationalism and building an image of leadership on the global stage. (3) A set of populist initiatives, such as anti-corruption and anti-poverty measures, helps keep Xi’s administration popular.

In the trade negotiations with China, the US demands a set of changes on China’s “structural issues,” such as downsizing the state sector, protecting intellectual property, and abandoning industrial policy, which are incompatible with the recent policy priorities we identify above. Therefore, the PCI suggests that, at least at the time of writing, it is unlikely China will make credible commitment on making these major changes.

6 Other Applications

The backbone of our approach to the PCI for China is taking readily available — and seemingly trivial — labels (i.e., the page numbers of People’s Daily articles) and inferring underlying changes that are associated with those labels (i.e., policies). In this section, we discuss how the same reasoning can be transformed and applied to a variety of other contexts.

The People’s Daily is by no means a unique case in (ex-)Communist regimes. In fact, the People’s Daily is to China as the Pravda is to the USSR, the Neues Deutschland is to the GDR (East Germany), the Granma is to Cuba, the Rodong Sinmun is to the DPRK (North Korea), the Nhân Dân is to Vietnam, etc. The same design, therefore, can be directly applied to these countries to produce the respective indices of policy change — the PCI for Cuba, the PCI for North Korea, etc.\(^{32}\)

Even within an (ex-)Communist regime, there are regional official newspapers, which can be used to produce the respective regional indices of policy change. In China, for example, each provincial committee of the Communist Party has its own official newspaper. These regional papers are supposed to toe the party line, but they may not in reality. The less

\(^{32}\) Moreover, in the cases of North Korea, Cuba, and Vietnam, since the regimes still exist and the newspapers are still in print, the constructed indices would help researchers and policymakers make short-term predictions of these countries’ future policies.
correlated a provincial index is to the PCI for China, the more independent that province likely is from China’s central government. Moreover, how divergent provincial indices are from the PCI for China can be interpreted as a measure of decentralization in China’s central-local government relations.

Although newspapers in a free press are not official media, applying the same techniques to them may lead to interesting discoveries. Consider US newspapers with different ideological leanings — e.g., *The Washington Post*, *The New York Times*, and *The Wall Street Journal*. Applying the PCI design to each of these papers would produce an index of its own. While these indices would not predict US policy change, their positions relative to each other may provide a (relative) measure of media bias. If the three “PCI curves” diverged, for example, it would signal a more polarized media landscape even though the “PCI for the US” — which probably lies in between them — remains unknown.

Names of people are also readily available labels for studying underlying changes. Consider a large volume of lawmakers’ public statements, such as floor speeches and press releases. An algorithm similar to ours can be trained to link lawmakers’ statements to their identities, which potentially could predict changes in the lawmakers’ future voting behavior. For example, a speech by Legislator A might be mistaken by the algorithm as coming from Legislator B. This would mean that A is now taking a stance close to where B used to be. To the extent that legislators find it necessary to justify their votes to their constituents, the algorithm’s misclassification would suggest that, in the near future, A might vote in a way that is consistent with B’s past records, rather than with A’s own.

The same reasoning can be applied to predicting changes in judges’ judicial opinions as well. An algorithm trained on past judicial opinions might mistake a new opinion written by Judge C as coming from Judge D. This would mean that C is now ruling on cases in a way similar to how D used to. Furthermore, applying this method to supreme courts would be particularly fruitful because the judges (or, justices) have long careers (more data for the algorithm to learn) and they decide on the highest-profile cases that profoundly affect their countries.

We end the discussion on potential applications with a cautionary note. While our “language-free” method to predict changes can be easily replicated on a wide range of applications, the ultimate test of the predictive power should be the one against the ground truth — i.e., the actual changes in other (ex-)Communist countries’ policies, degree of decentralization, degree of media bias, lawmakers’ voting behavior, or judges’ judicial or ideological leaning. The researcher’s careful analysis and judicious treatment of the respective contexts is crucial to ensuring the validity of the predictive models.
7 Conclusion

We have developed the PCI for China, which covers the period from 1951 to the first quarter of 2019 and can make short-term predictions about China’s future policy agendas. We have achieved this by using a unique data set — the full text of the People’s Daily — and applying recent advances in machine learning to analyze it. The constructed PCI allows us to not only predict the timing of policy changes but also understand the substance of these changes before they are realized.

One may wonder how long the predictive power of the PCI will last; we are agnostic on this question. The fundamental assumptions of our approach — that China is an authoritarian regime and that the People’s Daily is its mouthpiece — may or may not hold in the future. Though it is not very likely, the Chinese government may designate another official newspaper in the People’s Daily’s stead. Or, China may cease to be an authoritarian regime altogether.\textsuperscript{33} But we conjecture that, before either scenario becomes a reality, the index will likely remain indicative of China’s policy agenda.

The design of the PCI has a “language-free” feature, which opens the door to a wide range of applications in settings that are structurally similar to this paper. In several ongoing studies, we explore the applications using Cuba’s and East Germany’s official tabloids as well as newspapers in the US. We leave these and the other potential applications for future research.

\textsuperscript{33} Obviously, should either scenario occur, there will be no reason to keep updating this index.
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A Appendix

A.1 Chronology of Major Events in China

In this appendix, we compile a chronology of major events in China from 1949 (when the regime was established) to 2018. The chronology, Table A.1, is based on our survey of studies on the Chinese economy and reforms that are widely cited in the literature: Coase and Wang (2012), Howe, Kueh, and Ash (2002), Lardy (2014), Naughton (2014, 2018), Saich (2015), J. Wu (2014), and S. Zhao (2016). The chronology serves as the ground truth against which the PCI’s predictive power is validated in Section 5.

A.2 Robustness Checks

We have used a five-year rolling window as the baseline to train the algorithm. In this appendix, as robustness checks, we explore the alternatives of using a ten-year and a two-year rolling windows.

As discussed in the main text, having a longer training window is not necessarily better. However, since the mechanism of predicting policy change remains the same regardless of the length of the training window, we expect that the resulting PCIs with a ten-year and a two-year windows will be similar to our main finding.

Figures A.1 and A.2 confirm our conjecture. The classification performance in testing for all three cases are plotted in Figures A.1, in which the solid orange curve is the same as that in Figure 6. The dashed black curve (i.e., the ten-year window) has a similar pattern, but, due to the fact that it covers data farther in the past than the five-year window, lags behind the solid orange curve by several years. Similarly, the dot-dashed blue curve (i.e., the two-year window) leads the solid orange curve by several years.

Despite the differences in classification performance, the resulting PCIs — the index of ultimate interest — are fairly similar. Figure A.2 shows the PCIs for all three cases, where the five-year baseline is the same as in Figure 1. While differences exist, the pattern of spikes near important policy changes is largely the same in all three cases.
<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/1/49</td>
<td>Regime established.</td>
<td>Economic recovery starts.</td>
</tr>
<tr>
<td>1/1/53</td>
<td>First Five-Year Plan announced.</td>
<td>• Soviet-style institution put in place; investment surges (esp. in heavy and defense-oriented industries.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• “High Tide of Socialism” in 1955-56, an abrupt transformation to public ownership.</td>
</tr>
<tr>
<td>5/16/58</td>
<td>Great Leap Forward starts.</td>
<td>• Massive transformation of resources from agriculture to industry, with a rapid expansion of steal production.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• “People’s Communes” in rural areas to mobilize labor for construction projects.</td>
</tr>
<tr>
<td>5/16/66</td>
<td>Cultural Revolution starts.</td>
<td>• Originated as a political campaign to overthrow Mao’s opponents.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Investment and industrial construction surge; consumption restrained.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Brief retrenchment in 1972, after Lin Biao’s death and Nixon’s visit to China.</td>
</tr>
<tr>
<td>9/9/76</td>
<td>Hua Guofeng takes over.</td>
<td>• Mao’s death, followed by the purge of the Gang of Four and the resumption of massive investment push under Hua.</td>
</tr>
</tbody>
</table>

*Continued on next page*
<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/18/78</td>
<td>Economic reform program starts under Deng Xiaoping.</td>
<td>• Wide-ranging reassessment of the command economy; rural reforms, to reduce the burden on farmers; decentralization of powers in industry; markets allowed; trade surges.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Reforms continues to intensify after the roll-out of “Socialist Planned Commodity Economy” in October 1984.</td>
</tr>
<tr>
<td>6/4/89</td>
<td>Tiananmen Square protests</td>
<td>• Protests followed by a conservative ascendancy and campaigns against market-oriented reform.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Broad reform program kicks off; restrictive macroeconomic policy; price stabilization; fiscal reform; market unification; further economic openness; SOE restructuring.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Another round of reform deepening in September 1997: overhaul of banking system, housing reform, health care reform, restructuring government bureaucracy, SOE privatization.</td>
</tr>
<tr>
<td>Date</td>
<td>Event</td>
<td>Note</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>10/8/05</td>
<td>Reform slow-down under Hu Jintao</td>
<td>• Prelude: Hu raised the slogan of “Socialist Harmonious Society” for the first time in September 2004.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Enterprise reforms slow down; support for large SOEs emphasized again.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cushions the impact of reforms on the “losers” — reducing income inequality, improving access to health care and education, extending social security, moderating environment impact of growth.</td>
</tr>
<tr>
<td>11/5/08</td>
<td>Stimulus package</td>
<td>• Four trillion yuan economic stimulus package as a policy response to the global financial crisis.</td>
</tr>
<tr>
<td>4/22/13</td>
<td>Initiative to revive Maoism under Xi</td>
<td>• Orders officials to fight the spread of subversive currents, such as Western constitutional democracy, universal values of human rights, Western-inspired notions of media and civil society independence, ardently market-friendly neo-liberalism, and “nihilistic” critiques of the Party’s traumatic past.</td>
</tr>
<tr>
<td>Date</td>
<td>Event</td>
<td>Note</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>11/9/13</td>
<td>Initiative to renew reform under Xi</td>
<td>• Calls for re-commitment to market reforms while retaining emphasis on support for the state sector; Belt and Road Initiative.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Many of the initiatives stall out in less than two years.</td>
</tr>
<tr>
<td>11/10/15</td>
<td>“Supply-side structural reform” under Xi</td>
<td>• Calls for reducing excess industrial capacity, esp. steel and coal.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Relies on direct government action, not a market-oriented reform.</td>
</tr>
</tbody>
</table>
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